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Abstract

Scene-aware dialog systems will be able to have con-
versations with users about the objects and events around
them. Progress on such systems can be made by integrat-
ing state-of-the-art technologies from multiple research ar-
eas including end-to-end dialog systems visual dialog,and
video description. We introduce the Audio Visual Scene-
Aware Dialog (AVSD) challenge and dataset. In this chal-
lenge, which is one track of the 7th Dialog System Technol-
ogy Challenges (DSTC7) workshop1, the task is to build a
system that generates responses in a dialog about an input
video.

1. Introduction

Spoken dialog technologies are becoming more common
in real-world human-machine interfaces. Recently, end-
to-end training of neural networks has been shown to be
a promising approach for training dialogue systems from
human-to-human dialogue corpora [2, 7]. A variety of neu-
ral conversation models were tested at DSTC6 [5]. How-
ever, current dialog systems are unable to have a conversa-
tion about what is going on in the user’s surroundings. The
AVSD Challenge is motivated by the need for scene-aware
dialog technology, so that machines can carry on a conver-
sation with users about objects and events around them.

Entries to this challenge could capitalize on recent devel-
opments in related areas such as video description and Vi-
sual Dialog. Encoder-decoder networks developed for im-
age captioning have recently been extended to the task of
automatic video description [9], which is the generation of
natural language descriptions of videos (e.g., a sentence that
summarizes an input video). To enhance video description
performance, [6] introduced an attention-based multimodal
fusion approach that selectively attends to different input

1http://workshop.colips.org/dstc7/call.html

modalities such as audio and video features. Visual Dia-
log [2, 3, 4] extends visual question answering (VQA) [1]
from simple single-turn question answering to multi-turn
dialog, in which the utterances in each turn may reference
information from previous turns of the dialog.

In the AVSD challenge, we further extend Visual Dialog
by extending the subject of the interaction from unimodal
static images to multimodal videos, where input features
could come from multiple domains including image fea-
tures, motion features, non-speech audio, and speech audio.

2. Audio Visual Scene-Aware Dialog Challenge
2.1. Tasks

In this challenge, the system must generate responses to
a user input in the context of a given dialog. This context
consists of a dialog history (previous utterances by both user
and system) in addition to video and audio information that
comprise the scene. The quality of a system’s automatically
generated sentences is evaluated using objective measures
to determine whether or not the generated responses are nat-
ural and informative.

There are two tasks, each with two versions (a and b):

Task 1: Video and Text (a) Use the video and text training
data provided but no external data sources, other than
publicly available pre-trained feature extraction mod-
els. (b) External data may also be used for training.

Task 2: Text Only (a) Do not use the input videos for
training or testing. Use only the text training data (di-
alogs and video descriptions) provided. (b) Any pub-
licly available text data may also be used for training.

Challenge participants can select to submit entries in any or
all of Task 1(a,b) and Task 2(a,b). Training data and a base-
line system will be released to all participants of DSTC7.

The quality of the automatically generated sentences will
be evaluated with objective measures to measure the sim-
ilarity between the generated sentences and ground truth
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sentences. We will use nlg-eval2 for objective evalua-
tion of system outputs.

2.2. Data collection

We are collecting text-based human dialog data for
videos from human action recognition datasets such as
CHARADES3 and Kinetics4. We have already collected
text-based dialog data about short videos from CHA-
RADES [8], which contains untrimmed and multi-action
videos, along with video descriptions.

The data collection paradigm for dialogs was similar to
that described in [2], in which for each image, two different
Amazon Mechanical Turk (AMT) workers chatted via a text
interface to yield a dialog. In [2], each dialog consisted of a
sequence of questions and answers about an image. In our
dataset, two AMT workers had a discussion about events in
a video. One of the workers played the role of an answerer
who had already watched the video. The answerer answered
questions asked by another AMT worker, the questioner.

The questioner was not shown the video but was only
shown three static images: the first, middle and last frames
of the video. Having seen static frames from the video, the
questioner already has good information about image- and
appearance-based information in the video. Thus, rather
than focusing on scene information that is available in the
static images, the dialog instead revolves around the events
and other temporal features in the video, which is the con-
tent of interest for our AVSD dataset. After 10 rounds of
Q/A about the events that happened in the video, the ques-
tioner (who has not seen the video) is required to write a
video description summarizing the events in the video.

In total, we have collected dialogs for 7043 videos from
the CHARADES training set plus 1465 videos from the val-
idation set. See Table 1 for statistics.

Table 1. Audio Visual Scene-Aware Dialog Dataset on CHARADES.
Since we did not have scripts for the test set, we split the validation set
into 732 and 733 videos and use them as our validation and test sets, re-
spectively.

training validation test
# of dialogs 7043 732 733
# of turns 123,480 14,680 14,660
# of words 1,163,969 138,314 138,790

3. Summary
We introduce a new challenge task and dataset—Audio

Visual Scene-Aware Dialog (AVSD)—that form the basis of
one track of the 7th Dialog System Technology Challenges
(DSTC7) workshop. We collected human dialog data for

2https://github.com/Maluuba/nlg-eval
3http://allenai.org/plato/charades/
4https://deepmind.com/research/open-source/open-source-

datasets/kinetics/

Figure 1. A sample from our Audio Visual Scene-Aware Dialog
(AVSD) dataset. The task of Scene-aware Dialog requires an agent
to generate a meaningful response about a video in the context of
the dialog.

videos from the CHARADES dataset and plan to collect
more for videos from the Kinetics dataset. The information
provided to participants will include a detailed description
of the baseline system, instructions for submitting results
for evaluation, and details of the evaluation scheme.
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